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Abstract

The problem of computing quantum-accurate design-scale solutions to mechanics problems is rich
with applications and serves as the background to modern multiscale science research. The prob-
lem can be broken into component problems comprised of communicating across adjacent scales,
which when strung together create a pipeline for information to travel from quantum scales to
design scales. Traditionally, this involves connections between a) quantum electronic structure
calculations and molecular dynamics and between b) molecular dynamics and local partial differ-
ential equation models at the design scale. The second step, b), is particularly challenging since
the appropriate scales of molecular dynamic and local partial differential equation models do not
overlap. The peridynamic model for continuum mechanics provides an advantage in this endeavor,
as the basic equations of peridynamics are valid at a wide range of scales limiting from the classical
partial differential equation models valid at the design scale to the scale of molecular dynamics. In
this work we focus on the development of multiscale finite element methods for the peridynamic
model, in an effort to create a mathematically consistent channel for microscale information to
travel from the upper limits of the molecular dynamics scale to the design scale. In particular, we
first develop a Nonlocal Multiscale Finite Element Method which solves the peridynamic model at
multiple scales to include microscale information at the coarse-scale. We then consider a method
that solves a fine-scale peridynamic model to build element-support basis functions for a coarse-
scale local partial differential equation model, called the Mixed Locality Multiscale Finite Element
Method. Given decades of research and development into finite element codes for the local partial
differential equation models of continuum mechanics there is a strong desire to couple local and
nonlocal models to leverage the speed and state of the art of local models with the flexibility and
accuracy of the nonlocal peridynamic model. In the mixed locality method this coupling occurs
across scales, so that the nonlocal model can be used to communicate material heterogeneity at
scales inappropriate to local partial differential equation models. Additionally, the computational
burden of the weak form of the peridynamic model is reduced dramatically by only requiring that
the model be solved on local patches of the simulation domain which may be computed in parallel,
taking advantage of the heterogeneous nature of next generation computing platforms. Addition-
ally, we present a novel Galerkin framework, the *Ambulant Galerkin Method’, which represents
a first step towards a unified mathematical analysis of local and nonlocal multiscale finite element
methods, and whose future extension will allow the analysis of multiscale finite element methods
that mix models across scales under certain assumptions of the consistency of those models.
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Chapter 1

Introduction

The problem of computing quantum accurate, design-scale solutions to mechanics problems is
rich with applications and serves as the background to modern multiscale science research. The
problem can be broken into several components, that, if strung together correctly would include
quantum phenomena at the continuum scale. These pieces are themselves connections between
models that are valid at various scales. For example, in recent work [41] Thompson et al. develop
the Spectral Neighbor Analysis Potential (SNAP), which trains interatomic potentials for molecular
dynamics (MD) simulations from Density Functional Theory (DFT) simulations, thereby achiev-
ing quantum accurate simulations at the scale of molecular dynamics. In [22] Lehoucq and Silling
described a method for calibrating the peridynamic model for continuum mechanics from molec-
ular dynamics simulations. In this work we focus on continuing this chain of upscaled parameter-
izations through the development of multiscale finite element methods for peridynamic models of
continuum mechanics and mixed local and nonlocal models.

In some sense the multiscale methods field is a direct nod to the limitations of scientific com-
puting power. With unlimited resources, in many applications one would simply solve the finest
scale to obtain the most accurate solution. Methods that adaptively track features do so to avoid
resolving the entire domain to the level required near the feature. Methods that compute effective
upscaled parameters typically do so because the fine-scale model is intractable, and so accuracy is
traded for feasibility. However, as computing platforms evolve, methods should be prepared to take
advantage of increased capabilities. In the context of next generation computing platforms (NGP)
it is clear already that there is a generalization of the 'node’ to include heterogeneous architectures
such as GPGPU and Xeon Phi Coprocessor accelerators. In this environment, it is natural to ask
that methods scale with node strength as well as with number of nodes. The Multiscale Finite Ele-
ment Method (MSFEM) is well suited to answer this call. In the MSFEM [15], one first discretizes
the domain into a collection of coarse elements. On each of these elements, independent decoupled
microscale problems are solved to produce multiscale basis functions which are used in a global
coarse simulation. Thus, as node strength increases local refinements increase accuracy, while as
node number increases global refinement increases accuracy.

The peridynamic theory of solid mechanics, originally introduced by S. Silling in 2000, [1, 33,
34, 35, 36, 32, 39], is a nonlocal model that presents an advantage in multiscale modeling, as the
basic peridynamic equations are valid at considerably shorter length scales than traditional partial
differential equation models. In fact, through the use of generalized functions one can recover the
molecular dynamic model directly from the peridynamic model. From the perspective of numerical



analysis this is a tremendous advantage, as it provides a unified mathematical framework for the
analysis of multiscale methods for peridynamic models. Various aspects of multiscale modeling
with peridynamics have been investigated in [2, 3, 21, 22, 25, 26, 29, 37, 38].

Finite element methods for peridynamic models have been under active investigation for several
years [10, 11, 13, 14, 42, 43]. However, to the best of the authors’ knowledge, no work on a
multiscale finite element method has appeared. In this work we remedy that situation and present
the first efforts toward a nonlocal multiscale finite element method, as well as a mixed locality
method. The rest of these notes are organized as follows.

In Section 2 we present an abstract Galerkin framework we call the ’ Ambulant Galerkin Method’
(AGM). This method represents a first step towards a unified framework for the analysis of nonlocal
and local multiscale finite element methods, as well as a framework for analyzing a more general
multiscale infrastructure based on the computation of improved basis functions. In Section 3 we
introduce the peridynamic model of solid mechanics. In Section 4 we go from the AGM frame-
work to a nonlocal multiscale finite element method (NI-MSFEM) for the peridynamic model.
Additionally, we present a mixed-locality finite element method (ML-MSFEM) that couples non-
local and local models for continuum mechanics. In Section 5 we present numerical experiments
of the nonlocal multiscale finite element method and the mixed locality multiscale finite element
method. Finally in Section 6 we give concluding remarks.
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Chapter 2

Ambulant Galerkin Method

In this section we present a Galerkin framework called the * Ambulant Galerkin Method’ (AGM).
This method is motivated by a desire for an abstract framework for the analysis of multiscale
finite element methods designed for local, nonlocal, or mixed-locality problems. In particular,
we obtain convergence results for Ambulant Galerkin methods, which represent an abstraction
of multiscale finite element methods. We then identify the error induced by deriving multiscale
finite element methods from the Ambulant Galerkin framework. Ultimately we are interested in
a framework for the analysis of mixed’ multiscale finite element methods, which couple varying
models across scales. In future work we will combine the Ambulant Galerkin analysis here with the
asymptotic compatibility framework of Tian and Du [42] to achieve that goal. The principal idea
behind the method is the construction of a correction operator which translates an approximating
subspace toward the true solution in order to reduce error without increasing the dimension of the
approximating subspace. This section relies on some knowledge of functional analysis and Hilbert
space methods [8, 31].

Let V be a Hilbert space, and V' = Z(V,R) be the space of continuous linear functionals on
V. Let # € £(V,V') be V-coercive and f € V'. We consider the abstract problem

finduecV st. Bu—feV. 2.1

Here the superscript o denotes the annihilator of the space V,
Voi={feV : f(v)=0,WeV}. (2.2)
Our first step is to define an approximation space. Presumably this space has a low number of
degrees of freedom, and produces an insufficiently accurate solution with standard methods. Let

VH C V be a finite dimensional subspace with basis {¢; ?fl, called the approximation space’, and
let I/ : V — VH be an orthogonal projection operator.

In order to decompose the space V into a direct sum decomposition of V7 and a remainder
space we take advantage of the properties of an orthogonal projection operator. Define the ’re-
mainder space’ V" by

Vi={veV : Iy =0}, (2.3)
so that

v=vigvy" (2.4)

11



Our goal now is to enhance the space V¥ without increasing the total degrees of freedom in the
approximation problem, i.e. without increasing the dimension of the approximation space V. To
do this, we will define a correction operator that takes advantage of the direct sum decomposition
V =VH @V’ to translate the space V¥ within V to a space of the same dimension, which contains
the exact solution. This correction operator Q : V/ — V" is defined as the solution to the following
problem:

given ¢ € V7 find Q(¢) € V" st. B(o+Q(9))—f € (V)°. (2.5)

The correction operator acts on a function ¢ € V and produces a function Q(¢) € V" such that ¢ +
Q(¢) now contains information about the solution to the problem posed on V (2.1). To make this
precise, define the reconstruction operator R : V7 — V as R = Id + Q, then define the ambulant’
space

VA = span{R(¢;) |{¢),-}?f1 is a basis for V1. (2.6)

As we will show shortly, the ambulant space contains the true solution to the model problem (2.1).
To see this, consider the Petrov-Galerkin problem where we use the ambulant space as the trial
space and the original approximation space V# as the test space:

find u® € VA : Bu — f e (VH). 2.7)

Lemma 2.0.1. Problems (2.1) and (2.7) are equivalent.

Proof. Write u* = R(uf) for some u’ € V¥ and let ¢ € V be an arbitrary test function. Then
¢ = ¢ 4 ¢ for some ¢ € V7 and ¢" € V",

We know from (2.7)
B (9") — (") =0, (2.8)
and
BRu™)(9") — f(9") =0, (2.9)

from the definition of Q. Summing these two equations yields that u = R(u'?) solves

Bu'(9) = £(9) =0, (2.10)
the original problem. Since Lax-Milgram guarantees a unique solution to both problems we have
ut = u. ]

Additionally, we can state the standard Galerkin problem on V4 and obtain a similar result:
findu e V4 st. Bu—f e (VA°. (2.11)

Lemma 2.0.2. Problems (2.1) and (2.11) are equivalent.

12



Proof. This Lemma is a direct consequence of Lemma 2.0.1 and the best approximation property
of the Galerkin method. Define u“ as the solution to (2.11) and u as the solution to (2.1). Clearly
VA C V is a closed subspace of V. Denote by ¢ the coercivity constant associated with the operator
% and C the continuity constant associated with the operator . Then, by the standard best
approximation property of the Galerkin method, we have,

C .
|t — ||y < o 1€anA e —v]|y. (2.12)
Vv

Since u € VA by Lemma 2.0.1, we have

|u—u?|y = 0. (2.13)

2.1 Ambulant Approximations

Lemmas 2.0.1 and 2.0.2 point out that while (2.7) and (2.11) are formally finite dimensional,
the dependence of Q on the dimension of V” results in infinite dimensional problems. In this
section we consider finite dimensional approximations of the operator Q and the convergence of
the corresponding methods in the Galerkin and Petrov-Galerkin settings.

To design finite dimensional approximations, we introduce a family of finite dimensional
spaces {V“ | a > 0} such that

VoVvio Ve va. (2.14)

To assist with the convergence analysis we make a sensible assumption on the family of spaces
vy

Assumption 2.1.1. The family {V*}, is dense in V in the sense that for each v €V there exists a
sequence {v, € V} with a, — 0 as n — oo such that

|lv—=vnlly = 0 asn — eo. (2.15)

Choosing a particular a, we then we set
Vi = Ker(I|ya). (2.16)

Then we define the ambulant approximation space V4« by the basis functions {Ra(¢>,~)}?g’l where
R* =1d + Q“ and Q“(¢;) is the solution to the problem,

find Q%(¢) € V™ s.t. B(9i+ Q% (1)) — f € (V™). (2.17)

Next we show that under Assumption 2.1.1 the family {V"“}, is dense in V".

13



Proposition 2.1.1. Under Assumption 2.1.1, we have additionally that the family {V"*}, is dense
in V" in the sense that for each v € V" there exists a sequence {v, € V"% } with a, — 0 as n — oo
such that

lv—vnllv = 0asn— oo. (2.18)

Proof. Letv e V" CV andlet {v, € V¥ }* | with a, — 0 as n — o be the sequence guaranteed by
Assumption 2.1.1 to converge in V to the element v € V”. We note that each v, can be written as

v =V 47 (2.19)
where viT = [ (y,)). Similarly we may write v = v +1". Thus,
’}ggo||v—vn||v:’113130||VH—vf+vf—v;||v:o. (2.20)
And so we have
IV =V |lv = 0asn — oo. (2.21)

[}

Since v € V", we also have v/ =0 and v =/, so that the sequence {v}, = v, — Il (v,) € V"an}>
is the sequence we seek. Note that v € V" was chosen arbitrarily, and so we have the result. [

In the convergence proofs to follow we need to know that as a — 0, R*(¢) — R(¢) in V for
any function ¢ € V. We demonstrate this in the next theorem.

Theorem 2.1.1. Let ¢ € V. Under Assumption 2.1.1,

|R(¢) —R*(¢)|lv — 0asa— 0. (2.22)

Proof. We begin by restructuring the problems (2.5) and (2.17). Let g = f — B¢ € V'. Then (2.5)
and (2.17) can be written as,

findgeV’" st. Bg—ge(V"?, (2.23)

and
find ¢* € V™ s.t. Bq“ —g € (VH)°. (2.24)
Parts of this proof are similar to the standard best approximation property of the Ritz-Galerkin
approximation. In particular, we begin with Galerkin orthogonality, noting that since V"¢ C V”,

subtracting (2.23) from (2.24), we have

P(q"—q) € (V™). (2.25)

14



Then, denoting & the coercivity constant for the operator % and C the continuity constant, we
have, for any v* € V"¢,

allg—q“lly < Bla—q“) (g —q%) (2.26)
=%(q—q")(q)—%(q—q°)(q") (2.27)
=%(q—4q")(q) (2.28)
=%q—q")(q)—PB(q—q") (") (2.29)
=B(qg—q")(q—v") (2.30)
<Cllg—q"[lvllg —v*lv. (2.31)
So,
la—glv << inf lg—ve| (2.32)
q9—4q V_(xvalgvaq Vilv. .

Then by Proposition 2.1.1, we have

lg—q%ly =0 asa—0. (2.33)

Finally we note that

IR(9) —R(¢)llv = [l¢ +Q(¢) — ¢ —0“(9)lv

=¢+g—9¢—qllv=Ilg—qlv. (2.34)

And so,
IR(¢) —R*(9)|ly — 0asa— 0. (2.35)
O]

2.1.1 Petrov-Galerkin Formulation

With the finite dimensional approximation operator Q¢ at hand we can define the Ambulant Petrov-
Galerkin problem,

find uP® € VA st. BuPé — f e (V). (2.36)

We would like to know that the Ambulant Petrov-Galerkin method converges to the true solu-
tion as a — 0. For clarity of notation, define

Of =R(9:), & =R(9), (2.37)
so that we have,

vA = span{(piA }NH, yAa — span{(p?” }fVH (2.38)

1
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Then we may write

Ny Ny A
=Y wiol,  urs =Y ulfel. (2.39)
i=1 i=1
Thanks to Lemma 2.0.1, we need to understand the error
Ny A
Y |wiot —ufol] | (2.40)
i=1 v
After applying the triangle inequality, we consider the error, for each i,
luei gt — w9y (2.41)
Proposition 2.1.2. If (PZA @ — (P,A as a — 0 for each i, then uP$ — u* in'V, i.e.
|t —uP$|y — 0asa— 0. (2.42)

Proof. To prove this we write the out the linear systems corresponding to (2.7) and (2.36). Define
B c RVNuxNu Brs ¢ RNu*Ni and F € RM by

B ;= 29[ (¢)), (2.43)
B = 20/(9)), (2.44)
Fj=f(9;) (2.45)
Letu= [uy,...,un,]" and u?® = [uf®, ... ulf ]". Then we have,
Bu=F, (2.46)
and
BPu”8 — F. (2.47)
Thus,
Bu = B”u”¥, Va. (2.48)

Then we note that lim,_,o B”¢ is defined by

(lim Bpg> = lim B (9)). (2.49)

a—0 i j

Since # € £ (V,V’), i.e. it is continuous, we have, applying Theorem 2.1.1,

ti 0/(9)) = 2 im0/ ) (0 2.50)
= 29 (¢)), (2.51)

16



and so,

lim B8 = B. (2.52)
a—0
Then
lim B”%u”® = B lim u”® = Bu. (2.53)
a—0 a—0
Since B is invertible, we see that
lim u”$ = u. (2.54)
a—0
The result follows. ]

Theorem 2.1.2. Under Assumption 2.1.1 we have,

lim ||u — uP%||y = 0. (2.55)
a—0

Proof. By Lemma 2.0.1,
e — uP8||y = ||u* —uP|ly  Va. (2.56)

By Theorem 2.1.1, we have ¢Z.A ¢ — ¢,'A in V as a — O for each i. Then by Proposition 2.1.2 we have
the result,

||u—uPs|ly — 0asa— 0. (2.57)

]

So, we see that without changing the approximation space V¥, we can converge to the true
solution with refinement only in the residual space V"¢.

2.1.2 Galerkin Formulation

Next we consider the finite dimensional Ambulant Galerkin problem,
find u € VA st. Bub — f € (V). (2.58)

The convergence of this formulation will in fact be a direct consequence of the earlier convergence
analysis for the Petrov-Galerkin formulation.

Theorem 2.1.3. Under Assumption 2.1.1 we have,

lim ||u —uf|ly =0. (2.59)
a—0

17



Proof. We first define # as the solution of Galerkin problem (2.11). By Lemma 2.0.2 we know that
we need only consider the limit,

lim [|d— uf|y. (2.60)
a—0

We note that Proposition 2.1.2 is easily extended to the standard Galerkin framework. Indeed this
requires nothing more than noting that for each u € V, 8u € V' is continuous, and passing the limit
to both terms in lim,_, @(Df" ((2)?“). We already saw in Theorem 2.1.1 that

IR(¢) —R(9n)llv = (|97 — ¢ ||y — 0 asa— 0, Vi (2.61)

Combining these two observations we have the result. 0

2.2 Matrix Translation

In this section we examine how the finite dimensional Ambulant problems translate the linear
system corresponding to an approximation of the model problem (2.1) on V. First we precisely
define all relevant operators. We refer to the dimension of the space V" by N, and let { y; }1}/;1 be
a basis for this space. We then denote by w;; the weights on Q(¢;) in the space V"¢,

Ny
of =i+ ) wijv. (2.62)
=1

Then we define the following matrices,

B c RVNu - BIE = 20,(¢;), (2.63)
B¢ € RNNH - BIE = B¢l (¢)), (2.64)
B¢ c RN BE. = B¢l (97), (2.65)
B e RM*Ne B = Byi(y;), (2.66)
BY e RNNi . Bl = Byi(9)), (2.67)
Bf e RV Na - BE = 2¢;(y)), (2.68)
W e RN Na o Wi = wy;. (2.69)

We see that B is the matrix corresponding to the problem on the approximation space V¥ with
no correction. B8, as defined previously is the matrix corresponding to the Petrov-Galerkin for-
mulation of the ambulant problem (2.36). B# corresponds to the standard Galerkin formulation of
the ambulant problem (2.58). B’ corresponds to the problem posed on V. B corresponds to
a problem whose trial space is V/ and test space is V", and visa-versa for BX. Finally W is a
non-square matrix of coefficients for the multiscale basis functions in V"¢,

18



2.2.1 Petrov-Galerkin Formulation

Here we examine how BP¢ is related to B, We begin by considering position (i, j) of the ambulant
matrix B?8,

Ny
BY(9;) = B <¢i +Y WilV’l) (0)

=1

Na
= B9;(0;) + Y. waBwi(9)).
=1

So we see that

B¢ = B + WBL. (2.70)

2.2.2 Galerkin Formulation

For the Galerkin problem the question is how B¢ is related to B. We begin by considering position
(i, ) of the ambulant matrix B,

N, N
@fpf"(‘ﬁ“) =% <¢i+ ) Wﬂ‘lfz) <¢j +) ij‘Vk)

N, N,
= B¢i(0;) +ijk«@¢l Vi +ZW;1«@W1 ;) Z Z Wi jk BYi (V).
i= ==

Then we have,

B? = BY + BRW! + WBL + WB"*W7 . (2.71)

2.3 Reduced Order Modeling Connections

The Ambulant Galerkin framework can also be examined in the context of reduced order modeling
(ROM). The question in this context is slightly different than how the AGM has been described
earlier. Rather than asking how AGM corrects the V¥ space, the ROM question is: how does AGM
reduce the V¢ space.

To see the connection between ROM and AGM, we first need a basis for the space V¢. But,
this is trivial since V¢ = VH ¢ V"¢ and we have at hand a basis for VZ as well as for V4. Let
N = Ny + N,, then define the basis {9,-}?’: | for V¢ by,

_ i 1<i<Ny
91_{ Ving Nu+1<i<N.~ (2.72)

19



Then define the matrix,

BERNXN : B,‘j:%ei(ej),

(2.73)

which corresponds to the solution of the problem on V“. Next we define an expanded matrix of

coefficients, W,

WERNHXN:WU:{ 5i~ ]SNH

So, in blocks we have,
B BR
B= <BL Br,a)

W= (Igv)

Then, in the standard Galerkin formulation (2.58), we have

And so,

B = WBW” .

While in the Petrov-Galerkin formulation (2.36), we have
Aq
Bf}g =% ‘Pi (‘Pj)

N
=) Wy 2%6,(¢;).
=1

Defining the matrix

Io € RNNH 2 g = (%H),

we then have

B’¢ = WBIJ.

20
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2.4 Source Removal

In this section we analyze the error induced by removing the source term f from the calculation of
the ambulant basis functions in the abstract framework. Thus we replace (2.17) with

find Q%(¢i) € V7 s.t. B(di+ QL(9)) € (V). (2.80)

There are several reasons one may be interested in removing the source term. First, as we
will see, in the multiscale finite element context we are interested in obtaining basis functions that
correspond to material heterogeneity, not to larger scale force variations. Removing the source term
encourages the computed basis functions to respond solely to the material parameters within Z.
Additionally, we have the following result stating that with no source the reconstruction operator
is an orthogonality preserving map.

Proposition 2.4.1. Applying the Riesz Representation Theorem, write Bu(v) = (Bu,v)y, so that
in (2.80) B :VH* — V. Assume A is a self-adjoint operator. Define R = Id + Q¢ where Q% is

given by (2.80). Then R¢ preserves orthogonality. In particular, if {(]),}f\l’l is an orthogonal basis

for VH then {Rfk’(q)l)}f\]:”l is an orthogonal basis for VA,

Proof. Letu,v € VH such that (u,v)y = 0. Then we compute,
(RE(u), REv))y = (u+ Q) v+ Q2 (1)
= (u,v)y + (u, QL(v))v + (QL(u),v)v + (QL(u), QL(v))v-
By assumption we have (u,v)y = 0, and so the first term disappears. Next we note that u,v € V¥
and Q%(u),Q%(v) € V". Since V" = Ker(I"), VH = Im(I'"), and I"! is an orthogonal projection, the
second two terms vanish, and we are left with
(RE(u), RE(W))y = (Q%(u), Q5 (V))v-
In the following #* denotes the adjoint of Z. Continuing, we have,
(Q%(u), QL) = (BB~ 0% (u), 0L (v))v

= (2701 (u), B L)V

= (#7101 (u), BOL())v.
Then (2.80) tells us,

(W7 <@QZ(V)) = _(Wa %V)
for all w € V"¢, So,
(' 0%(u), BOLV))y = —(B ' QL (u), Bv)v
= (BB 04u),v)y

= _(QZ(”)7V)V
=0.
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Thus we have

(R%(u),R4(v))y = 0 for any u,v € V# with (u,v)y = 0.

Now consider the difference,

al||R(9i) — R(90) [y < (B(RE(®) — R (1)), RE(9:) — R*(90))v
= (BR(9:),R:(9i))v — (ZRLU(:), R (1))v
— (BRY(0:),RL(9i))v + (BR(9i), R (1)) (2.81)

For the first term in the right hand side of (2.81) we have,
(BR(9:), RE(9i))v = (Bi, 9i)v + (BOL(9i), 9i)v
+ (B¢, 05(9:))v + (BOL(9i), 05 (i) )v- (2.82)
In the second term, we have,
(BRL(9:), R (9:))v = (Bi, 9i)v + (BOL(9i), 9i)v
+ (B¢, Q°(9i))v + (BOL(9:), 0 (9:))v. (2.83)
For the third term, we have,
(BR(0i),RL(9:))v = (Bi, oi)v + (BO (1), ¢i)v
+ (B¢, 05(9:))v + (BO (i), 05(i) )v- (2.84)
And finally for the fourth term, we have,
(BR(9i),R*(¢:))v = (Bi, i)v + (BO*(¢:), i)v
+ (B¢, 0°(9i))v + (BQ°(9i),0%(9i))v- (2.85)
Combining these, with cancellations, we have,
a|[RE(9r) — R (90 Iy < (BQ(91), Q%(9:) — Q% (0))v + (BQ°(91), Q% (9:) — QL (¢i))v.  (2.86)
Then applying (2.17) and (2.80) we have,
al|RE(9r) — R*(90) Iy < — (29, Q%(9:))v + (B i, 0 (1))

- ('%q)ia Qa(¢i>)v + (f7 Qa<¢i)
+ (B¢, 05(9:))v — (f, 0%(9i)

v
Jv-
And so,

al|RE(¢0) = R(90) 5 < (£, 0°(91) — QL(90))v- (2.87)
In the finite element context, where ¢; has support determined by the mesh size in V#, we see that
the error induced by dropping the source term will be on the order of the mesh size in V.
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Chapter 3

Peridynamic Model of Continuum
Mechanics

The peridynamic theory of continuum mechanics is a nonlocal theory that remains valid in the
presence of discontinuities. The theory has several advantages over the traditional theory, including
natural modeling of material failure, validity across a wide range of scales, and the ability to model
nonlocal effects.

The original peridynamic theory (bond-based peridynamics) was introduced by S.A. Silling
in 2000 [35]. In 2007 [32] Silling et al. introduced the state-based peridynamic model, which
significantly enhanced the types of materials the theory is able to model. Significant work has been
done on comparing the peridynamic model to discrete models and classical continuum theory. In
2008 [39] Silling and Lehoucq established, under suitable assumptions, the convergence of the
peridynamic model to classical elasticity theory in the limit of vanishing nonlocality. Lehoucq
and Silling, and Seleson [22, 29] examined the relationship between molecular dynamics and the
peridynamic theory, and showed that molecular dynamics is a special case of the peridynamic
model when generalized functions are used in the constitutive model. In 2015 Rahman and Foster
[25] examined the relationship between statistical mechanics and the peridynamic theory.

Let D C RY, d € {1,2,3}, denote a material body. The principal assumption in the peridynamic
theory is that any body-point x in the reference configuration is acted upon by forces due to inter-
actions with all the body-points ¢ within some neighborhood of finite radius 8. The radius 0 is
referred to as the horizon, and the set of points within this neighborhood is referred to as the family
of x, typically denoted 77 = {q € D | |g— x| < 8}. In the peridynamic theory, a concise form of
the equation of motion is stated as

P (X)itge(x,1) = /% F(gx.1) dg+b(x,1), x€D, >0, 3.1)

where p(x) is the density of the body in a reference configuration, u(x,¢) is the displacement field,
and b is a prescribed body force density. The first term on the right hand side is the internal force
density, and it is here that we see, mathematically, the expression of nonlocality. The internal force
density at a point x depends on all points in the family of x. Further, for a given body-point x € D
it is assumed that beyond the horizon, g exerts no force on x. So,

lg—x| > 6 = f(q,x,t) =0. (3.2)
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The function f contains information about the deformation and the material model, both from the
point x and the point g.

In this work we restrict ourselves to a linear peridynamic body, for which (3.1) has the form,
p(xJuu(t) = [ Cl)(u(g.1) —u(x.1)) dg+b(x.1) (3)

where C(-,-) : D x D — R9*¢ is a tensor-valued micro-modulus function which describes the mate-
rial. We note that the linear peridynamic model assumes small displacements, but does not prohibit
fracture. We require that the micromodulus function C(x,g) is symmetric in its arguments so that
the integrand is anti-symmetric in accordance with Newton’s third law, i.e. the force exerted on g
by x is equal and opposite to the force exerted on x by g.

Additionally, nonlocal diffusion and the static peridynamic problems have similar formulations,

e (x, 1) = /D Cx,q) (u(qy1) — u(x, 1)) dg+b(x,1), (3.4)

| €g)ulg) —ux)) dg+bler) =0. 35
For nonlocal diffusion, (3.4), u is scalar valued.

3.1 Weak Formulation of Peridynamics

The weak formulation of the linear peridynamic model is established in the standard way by mul-
tiplying by a test function v € V, where V is a Hilbert space yet to be determined, and integrating.

/Dput,v dx—/Dv/DC(x,q)(u(q)—u(x)) dq dx:/va dx. (3.6)
Thus we define the bilinear forms,
()p: VXV =R (u,v)p= / puv dx, 3.7)
D
(,):VxV—=R: (u,v):/uvdx, (3.8)
D
Bi(-,"):VxV =R : Bi(u,v) = —/ v/ C(x,q)(u(q) —u(x)) dg dx. (3.9)
p Jp

It will be convenient to rewrite By in an equivalent form. Define,
1
B(u,v) = 5 /D /D Cx,q)(u(q) — ulx)) (v(q) — v(x)) dg dx. (3.10)
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Proposition 3.1.1. Assume C is L*(D) x L*(D) integrable. Then B(u,v) = By (u,v) for all u,v :
D — R4, In particular, the weak operator corresponding to internal force density for the linear
peridynamic model is self-adjoint.

Proof. Applying Fubini’s Theorem to exchange the order of integration in the third step, we have,

Bl =3 [ Clra)(ula) ~ut)(v(a) () dg da

=3 [ [ ctwautanta) - u@w(w) da ax

43 | [ ) wvs) —uv@)) da dx
=3 [ [ et a)wnt) —ula)) dg dx

43 | [ ) uavs) — ulav(w) dg dx
—— [ | clg)ulq) ~ulx)v(x) dg dx

— [ v [ cle.a)uta)—u(x)) dg d
Bl(u,v).

]

As has been well-established, standard boundary conditions are insufficient for the nonlocal
peridynamic model [12, 17]. Instead, we require a volume constraint. To introduce the volume
constraint, we define D ~, the interaction domain, as

Dy ={x¢D : dist(x,dD) < 6}. (3.11)
We then define
D' =DUD,. (3.12)
An illustration of this geometry in R? is given in Figure 3.1.

We must make some assumptions on the micromodulus function C to ensure B behaves appro-
priately when inducing a (semi) norm.

Assumption 3.1.1. We assume the following:

1. Cis L*(D') x L*(D') integrable.
2. C is non-negative on D' x D/.

3. There exist constants ag,co > 0 such that for each x € D/, there exists <ty C 7, with || >
ag, and C(x,q) > cq for each q € <y, and { o} <y is a covering of D'
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Figure 3.1. Illustration of interaction domain in R,

We then define the energy space associated with the linear peridynamic problem,
E={w:D =R : B(w,w) < oo}.
Under assumption 3.1.1 we see that B is a semi-inner product on & and

wle = (B(w,w))?

(3.13)

(3.14)

is a semi-norm. We note that B does not induce a full inner product and norm on &. For any
function w : D’ — RY that is constant almost everywhere we will have B(w,w) = |w|% = 0. This
is analogous to the problem that arises with the bilinear form corresponding to the linear Poisson
equation posed on H'. The space & needs to be clamped down in the interaction domain in order

to ensure positive-definiteness. So we define,
V={weé& : wp, =0},
with the inner product and norm,

(u,v)y = B(u,v),
uall = B(u,u).

Finally, we define,
W =H?*(0,T;V) := {v [0,7] =V

T 3
(/O ||8,iv(t)||‘2,dt) < oo, i:0,1,2}.

Then we have the weak form of the homogeneous Dirichlet linear peridynamic problem,

findueW : (u(t),v)p+B(u(t),v) = (b(t),v), VveVandae.rel0,T].
And for the static case,

finduecV : B(u,v)=(b,v), YveV.
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Chapter 4

Peridynamic Multiscale Finite Element
Methods

In this section we describe how the AGM framework connects directly to a nonlocal multiscale
finite element method for the static peridynamic problem (3.20). We then consider a method
that solves a fine-scale peridynamic model to build element-support basis functions for a coarse
scale local partial differential equation model, called the Mixed Locality Multiscale Finite Element
Method (ML-MSFEM).

4.1 Nonlocal Multiscale Finite Element Method

Let 7H = {T,}i\’: , be a regular triangulation of the domain D' into intervals (d = 1), triangles
(d =2), or tetrahedrons (d = 3). Here H is the mesh size, and we consider a discontinuous piece-
wise linear finite element space. We note that a discontinuous Galerkin approximation to the
peridynamic problem is conforming [10]. Denote by M the number of basis functions on each
element. Let {¢; ;}, i€ {1,...,N} and j € {1,...,M} be the basis for the finite element problem,
so that V = span{¢; ;}:;.

For the space V¥ we take the simplest case of a regular mesh refinement of the mesh .77,
Denoting this new mesh by .7¢, we have .7 = {Y];}i. Throughout, we will use i to refer to
a coarse element in .7, J to index coarse basis functions ¢; ; on each coarse element, and k €
{1,...,N;} to index fine elements in the mesh refinement within coarse element i. In this context,
a refers to the mesh size of the refined mesh .77¢. Finally, on each coarse element 7;, and each fine
element Y; ; within 7;, we again define a discontinuous piecewise linear approximation through
basis functions {; i }ixs. Here I € {1,...,M} indexes basis functions in the finite element space
V¢ defined on element Y; ;. Figure 4.1 illustrates this setup in 1D. In this setup we have Ny = M xN
and N, = MY N | N;.

Then for each pair (i, j) the ambulant basis function R%(¢; ;) = ¢; j + Q%(¢; ;) is computed by,
B(Q{:((]),'J), l//,"kJ) = —B(Q)l"j, llfi*,k,l) i* = 1, - ,N, k= 1, - ,]\7,'7 [ = 1, - ,M. (41)

Notice that in (4.1) the computations are performed on the entire domain D', and we expect
that R%(¢; ;) will have support outside of 7;.
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Figure 4.1. Illustration of element and basis indexing in 1D.

To obtain a method that computes R{(¢; ;) locally, we replace (4.1) with

B(Q%(ij), Viki) = —B($ij, Wixs) k=1,...,N;,[=1,....M. (4.2)

We note that the domain 7; for each computation is padded and homogeneous Dirichlet volume
constraints are enforced in the padded domain. Then,

Rz<¢i,j) _ { ¢i,j+%*(¢i,j) i;;ﬁ ) 4.3)

This method defines a nonlocal multiscale finite element method.

4.2 Mixed Locality Finite Element Method

Due to the relatively high cost of solving the weak peridynamic model compared to finite element
methods for local models, as well as the decades of work that has gone into the development of
FEM codes for local mechanics models, a natural question to ask is, can we use the multiscale
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finite element method to communicate across scales from nonlocal models (fine scale) to (coarse
scale) local models of continuum mechanics? We call this method the Mixed Locality Multiscale
Finite Element Method (ML-MSFEM), and describe it in this section for a linear elastic material.

The local model corresponding to the linear static peridynamic problem (3.20) is the linear
Poisson equation,

_V-(aVu)=b, xeD, (4.4)
0, xcaD. (4.5)

The micromodulus function C(x,q) and the coefficient function a(x) are related by

a(x) + alg)

5 (4.6)

C(x? Q) =

For details regarding the assumptions and scaling necessary to obtain this local model as the
0 horizon limit of the linear peridynamic model, the reader is referred to [39]. In fact, we will
ultimately be interested in coupling local and nonlocal models for which this convergence does not
hold due to, e.g. fracture.

The method of obtaining the weak form of the problem (4.4)-(4.5) can be found in texts cover-
ing Hilbert space methods or the finite element method [7, 31]. The weak form is stated as,

find u € H} (D) s.t. B(u,v) = (b,v), VveH}(D). 4.7)
Here
H(} ={ve L2(D) :du e LZ(D), i €{x,y,z}, yu=0}, (4.8)

where d; refers to the distributional derivative in the i direction and 7 is the trace operator. Addi-
tionally,

H'=H]}), (4.9)
and

B¢ HY(D) x H} (D) = R; B"(u,v) = / aVu-Vv dx. (4.10)
D

Then the ML-MSFEM method is composed of two steps. First, for each pair (i, j) the multi-
scale basis function R¢(¢; ;) is computed as in the NI-MSFEM, by (4.2).

The second step requires a choice. The basis functions {R%(¢; ;)} are basis functions for a
discontinuous Galerkin (DG) [27] space, which is non-conforming for the local PDE model (4.4)-
(4.5). One could then solve (4.7) with a DG method. Alternatively, we can paste the DG basis
functions together across edges to create a basis for a continuous Galerkin space. In this paper we
do the latter. Analysis of these options and the method in general will be the subject of later work.

29



This page intentionally left blank.



Chapter 5

Numerical Experiments

In this section we present numerical results for both the nonlocal and mixed-locality multiscale
finite element methods.

5.1 Nonlocal Multiscale Finite Elements

In Figures 5.1 and 5.2 we compare results from the standard multiscale finite element method for
the linear Poisson equation in 1D,

—(a(x)ux)y=>b, x€(0,1), (5.1)
u(0) = u(1) =0, (5.2)

and the nonlocal multiscale finite element method for the corresponding peridynamic problem with
horizon 6 = 0.01. We set

o (x) = (44 3sin(100x)) ! (5.3)
in the local problem, and
oalx)+o
C(x,q) = M (5.4)

in the nonlocal problem. For both problems the force density is set to

b=1. (5.5)

In Figure 5.1 for the local (a) and nonlocal (b) problem we compare the solutions obtained
by: (i) standard FEM with 1000 elements, (ii) standard FEM with 6 elements, and (iii) multiscale
FEM with 6 coarse elements and 30 fine elements per coarse element. As expected we see good
agreement between the solution on the 6 element multiscale space and the 1000 element standard
FEM space in both cases, while the standard FEM solution with 6 elements is very poor.

The three solutions displayed in Figure 5.1 also provide a clear basis for reviewing the advan-
tage of the multiscale finite element method in the context of large-scale next generation computing
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Local MSFEM Horizon = 0.01

= 1000/1 elements.

NI-MSFEM, 1000/1 elements

6/1 elements. NI-MSFEM, 6/1 elements
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X

(a) Local multiscale finite element examples. (b) Nonlocal multiscale finite element examples.

Figure 5.1. Comparison of local and nonlocal multiscale finite
element solutions.

platforms. Table 5.1 lists the degrees of freedom in the global solve for each solution as well as
the mesh size H. This shows that the MSFEM framework provides an accurate solution with an
extremely small global system to solve and a very large mesh size. This is done by shifting the
computational burden to the decoupled fine scale problems which produce basis functions. These
subscale problems can be computed concurrently, with no communication required between nodes,
a clear advantage given the current trends in large scale computing. For the stationary problem the
advantages here are clear: a smaller global problem to solve reduces solution time and memory re-
quirements. For dynamic problems there is an additional advantage; for any time stepping scheme
that is not fully implicit stability requirements put limitations on the size of the time step taken that
are a function of the mesh size. For dynamic problems the MSFEM framework allows larger time
steps for explicit and semi-implicit schemes by obtaining accuracy in space through the fine scale
solutions while the time step is determined by the global mesh size.

Method 1000/1 | 6/1 6/30
Global Degrees of Freedom | 2000 12 12
Mesh size H 0.001 | 0.166 | 0.166.

Table 5.1. Degrees of freedom and mesh size for solutions in
Figure 5.1.

In Figure 5.2 we compare the multiscale basis functions computed with the local MSFEM
to those computed for the nonlocal problem with increasing horizon, 0. As we expect, when the
horizon is below the fine scale mesh size, we see perfect agreement with the local problem, whereas
as the horizon is increased past the fine scale mesh size we see disagreement.
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Figure 5.2. Comparison of local and nonlocal MSFEM basis
functions for various horizons.

Next we perform convergence tests for the nonlocal multiscale finite element method. In these
tests we used the following,

xsin(307x) N cos(30mx)
50 15007
2

o) = 4— %ﬂcos(SOﬂx)' ©7)

U (x) = —2x% + +2, (5.6)

In Figure 5.3 we show the convergence as the mesh size H is refined for various fixed numbers
of fine scale elements used to produced each multiscale basis function on each coarse element.
We see that the standard finite element method corresponding to 1 fine scale element per coarse
element fails to achieve the expected convergence rates due to the microscale heterogeneity of the
true solution. In contrast, in the NI-MSFEM tests, for each number of fine scale elements used to
compute multiscale basis functions on the coarse mesh we see order 2 convergence. Additionally,
we see a drop in the error as the number of fine elements used to compute the multiscale basis
functions is increased.
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Figure 5.3. H-convergence for fixed numbers of fine scale ele-
ments used in computing multiscale basis functions on each coarse
element. NIMSFEM-M refers to M fine scale elements for each
NI-MSFEM basis function.

5.2 Mixed Locality Multiscale Finite Elements

In this section we present preliminary results from the mixed-locality multiscale finite element
method. In Figures 5.4-5.5 we compare results from simulating a problem of periodic microscale
heterogeneity with a horizon, 6 = 0.1, large enough to create a meaningful difference between the
local and nonlocal solutions. It appears, qualitatively, that the ML-MSFEM method reproduces the
behavior of the nonlocal solution, despite the coarse global solve being performed with the local
model. This is a promising first look at the MLL-MSFEM, but needs significant further investigation.
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Figure 5.4. Local (left) and Non-local (right) problem solutions
with standard FEM with 600 elements.
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Figure 5.5. Solution with mixed-locality multiscale finite ele-
ments with 20 coarse elements and 30 fine elements per coarse
element used in basis construction.
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Chapter 6

Conclusions

In this report we presented preliminary results on a multiscale finite element method for the non-
local peridynamic theory of continuum mechanics. We presented a novel Galerkin framework
intended for a unified analysis of multiscale finite element methods, and demonstrated good per-
formance of the nonlocal and mixed-locality multiscale finite element methods on simple 1D prob-
lems that standard finite element methods struggle to solve due to microscale heterogeneity.

The initial results in this report are promising, but much more remains to be done. The analysis
of the transition from the Ambulant Galerkin framework to the multiscale finite element framework
is encouraging but incomplete. In particular, an error depending on the coarse mesh size H should
be discovered in the truncation of the simulation domain for the multiscale basis functions. Also,
while the numerical simulations showed that the NI-MSFEM has H? convergence for piece-wise
linear microscale basis functions, the analysis in this work demonstrated convergence without an
explicit convergence rate. In future work both of these issues will be addressed.

Additionally, analysis of the mixed-locality multiscale finite element method remains to be
seen. We anticipate that the asymptotic compatibility framework of Tian and Du [42], combined
with the horizon limit convergence results for the peridynamic model [39] will pave the way for
extending the AGM framework to allow analysis of the mixed locality multiscale finite element
method.

The numerical results in this work were promising, but were restricted to linear problems in
1D. In future work numerical experiments for 2D and 3D problems as well as time dependent and
nonlinear problems will be performed. Furthermore, we will implement this method in Sandia’s
multiphysics finite element code, Albany/LCM [28], in combination with the peridynamics code
Peridigm [23]. We anticipate that the methods described here will be particular useful for time-
dependent nonlinear materials for which fully implicit time stepping schemes are not an option, as
we expect the stability condition to be dependent on the coarse mesh size H.

Ultimately the goal is to communicate, in a mathematically consistent way, from the quantum
scale to design-scale models. In this work we presented preliminary results on an important com-
ponent of that goal: communicating from the lower limits of the scales of the peridynamic theory
of continuum mechanics to nonlocal or local models at the design scale.
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